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Experienced team, with deep domain expertise who have built
mission critical software used at the core of our economy today
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Requirements for Enabling Softwarization, and

Containerization of Open RAN

Compute

NUMA awareness,
improved
performance, higher
10 performance,
workload isolation

Network
Data Path

Multiple network
interfaces, high
performance,
persistent IP
addresses, dual-stack
IPv4 and IPv6,
improved utilization,
lower cost

Data
Services

Deployment of
complex big data,
time series, message
queue service in
minutes, policy-based
auto-scaling,
snapshot, backup,
clone, containers and
VMs from RAN and

Core to OSS

Advanced
Placement
and
Resiliency

Advanced affinity,
anti-affinity, data
locality, tenant
isolation, auto
healing, rapid failover
and data resiliency

Automation

Simplified

provisioning and
management, life-
cycle management
with always on
availability, workflow
upgrade, deployment
of complex
distributed app
pipeline in minutes,

Visibility

' Cluster-wide events,
health metrics,
service mesh,
observability
framework




CSDA Strategy

. * End-to-end Containers & Microservices
Cloud- |« VNF & CNF coexistence

Native  Hybrid Cloud enabled

e As a Services delivery

* High performance networking and
application aware data services

Efficient open platform
HW/SW disaggregation
Open RAN & Open Core
Multi-vendor ecosystem
Avoid vendor lock-in

 Hyper-Automation
y/ JiXTide)tF1dle M ° Metal to service
Open | Orchestration
- * Lower Opex and Capex
* Fast Time to Market
e Simple deployment and life
cycle management

Architectures



Containerization and Automation

= =
B2 RAN-as-a-Service
e {Deploy, Heal, Monitar,

Scale, Upgrade}

s B [evs |
=

BareMetal-as-a-Service

(BICS, 05, FPGA, Robin K8S
Edge N stal, Monitor, Upgrade

10,000 of Rabin Clusters 1,000s of Robin Clusters 10 of Robin Clusters

v Automate management of BareMetal

Servers
v Metal-to-Service orchestration and
automation

RAN, Core, Edge, OSS, BSS

Robin Cloud Native Storage

Robin Cloud Native Platform

{Open-source K8S Optimized for Carrier-grade Telco Apps)

Baremetal

v Carrier-grade Kubernetes for Network &
Data-intensive applications

v Optimized to run RAN, Core, Edge
applications

v Provides policy-driven end-to-end
automation from cell-sites to edge to core
datacenters



Containerized ORAN, Technology Requirements

Deploy, Scale, Heal, Upgrade, Snapshot, Clone, Backup, entire application pipelines

Application Workflow Manager

=

Snapshots, Clones, QoS, App-aware

Replication, Backup, Storage Kubernetes
Data rebalancing, Tiering,
Thin-provisioning,

Encryption, Compression (=) A Azure
Baremetal, VM

.

Advanced
Scheduler

- NUMA-aware, CPU Pinning,

| HugePages, Policy-based,

| Multi-Service Affinity+Anti-affinity,
N Multi-CRls (Containers, VM)

Observability

Monitoring
[ S
g g OVS, Calico,
(=] VLAN, Overlay networking,
: | Persistent IPs, Multiple NICs
Virtua SR-IOV, DPDK,
Networking Dual-stack IPv4/IPv6
Google
Cloud Platform



Application Pipeline as a Service

Deploy Application Pipeline as a service

APP NAME * RESOURCE POOL IP SUBNET
HDP_Cluster default v pl H
CONFIGURE COMPONENTS
cloudera Nk INSTANCES
ai 48 : containers each with below configuration will be created
cloudera
©
& CPU CORES MEMORY
LKQ)’ datanode 16 : 64/ GB g
datastax elasticsearch N
STORAGE § é
© XN Z
‘ log 17 uolumes 500 GB HDD ¥  mar/log/ § %
X reot © Ny
data |12 v | volumes 2 TB  HDD v | ‘thadoop ’
nginx redhat © S
ENVIRONMENT VARIABLES
ORACLE ORACLE'
DATABASE DATABASE - (
©
oracle oracle-rac i . X
Ambari Hostname  {% for r in app['roles] if 'ambari_server' in ri'name’] %K% for v in rl'vnodes] %H{vIT
HDP Cluster Name  {{APP_NAME}}
PLACEMENT RULES
C Round-robin placement of datanode containers across different nodes ¥ within differant ¥ rack
Prevent placing more than one datanode container on the same node v
© .
(/‘ Enforce Storage and Compute for datanode tobeon same ¥ node v
C Do notplace datanode on a node v whichisalsorunning  kafka, namenode, zookeeper
Always place datanode ona node ¥ which is also running

+f Provision Application I= Save as Template Cancel




Open RAN as a Service

* Server SKU discovery * ROBIN Cluster Install * RAN-as-a-Service

* Connectivity checks * Bundle / Helm repo add * Application-as-a-Service
* Hardware health * Back repo (S3/GCS) add * Closed loop Automation
* Inventory Management * Monitoring

*  Multi-Cluster Management

(KZ« :))«A’))
A

___________________

° BlOS Sett|ng Amazon EC2 Instance
* Firmware upgrade

5 ( rdevisdar  p— 3
/dev/sdh Vol xenos
/uev/uh ~ Root devae volume
e OSInstall T \ I~

* Network setup (SRIOV) > r\m...,.,...
(ufuliulu)

Instance store Nt

Bock device

Host Computer Amazon EBS Volumes



Three Tier ORAN Architecture

OSS / BSS / Business Logic

Robin End-to-End Orchestration & Automation
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Proven efficiencies of Containerized Service Delivery
Architecture

»40% reduction in OpEx scalable orchestration &
automation for RAN and Core

»50% reduction in CapEx by enabling OpenRAN and Core
on commercial hardware

»80% reduction in deployment time: from 10 days to
minutes

»30% Faster for running VNF & CNFs

»Production containerized 5G stack with millions of
subscribers
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